
Computation of Relative Bond Dissociation Enthalpies (∆BDE) of Phenolic Antioxidants
from Quantum Topological Molecular Similarity (QTMS)

Nakul Singh, Robert J. Loader, Patrick J. O’Malley, and Paul L. A. Popelier*
School of Chemistry, SackVille Street, The UniVersity of Manchester, Manchester, M60 1QD, U.K.

ReceiVed: September 22, 2005; In Final Form: March 8, 2006

A recently proposed method called quantitative topological molecular similarity (QTMS) generated a model
for the computation of the relative substituent effects on the bond dissociation enthalpies (∆BDEs) for a set
of 39 phenols. The data set includes a diverse set of substituents with monosubstituted and poly-substituted
derivatives that exhibit different electronic and steric effects. Many share common structural features with
already well-established antioxidants. QTMS reveals the active region of the substituted phenols and identifies
the electronic descriptors that best explain the range of∆BDEs observed. For substituents in the 4-X position
(para) we find that our model requires a correction for radical stabilization enthalpy (RSE). Application of
the QTMS methodology yields an unrivalled QSAR withr2 ) 0.98 andq2 ) 0.85 for the bond dissociation
enthalpies of this phenolic antioxidant data set.

Introduction

The degradation of carbon-based materials (RH) is usually
caused by peroxyl radical initiation (eq 1) followed by a
chemical reaction with molecular oxygen to generate more
peroxyl radicals (eq 2). This process, known as autoxidation,
can propagate and generate more peroxide and free radicals.

It is well-known that phenols can operate as chain-breaking
and peroxyl radical-trapping antioxidants, which inhibit the
peroxidation of carbon based materials. The study of phenolic
antioxidants has generated much attention in recent years, due
to their use in the pharmaceutical and chemical industry.1 The
phenol donates a hydrogen atom and in the process terminates
the propagation of further radical reactions as outlined in eqs 3
and 4.

The role of an antioxidant is to intercept a free radical before
it can react with a substrate2. The rate constant for the H atom
transfer (eq 3) must be much higher than the rate constant for
eq 1, i.e.,k3 . k1. For antioxidant activity, the derived radical
(ArO•) after hydrogen abstraction should be stable, eventually
decomposing to nonradical products.

Developments in computational power and progress in
quantum chemical calculations, particularly in density functional
theory (DFT), are making the study of these reactions easier.3-5

Ideally, we would calculate the activation energy for eq 3 since

it is the rate constant that determines the outcome. Theoretical
analysis of model systems of eq 3 lead to a deeper understanding
of the mechanism than can be obtained by experiment. The
former provides access to details of the underlying mechanism
that are not available from the latter.6 However, because of the
approximations in the calculations, where possible, it is
important to compare theoretical results with experimental
results. Recent studies using variational transition state theory
showed that theoretical rate constants of the reaction of
R-tocopherol with hydroperoxyl showed good agreement with
available experimental rate constants results.7,8 In contrast to
employing transition state theory to determine the rate constants,
thermochemistry provides a useful look at the problem and is
computationally much less demanding.

Quantum thermochemical calculation of the O-H bond
dissociation enthalpy (BDE) is known to be successful for
characterizing antioxidant activity for a large number of
antioxidants.9,10 There are many experimental methods devel-
oped for the determination of the O-H bond dissociation
enthalpy (BDE) of phenols. Quantum calculations of the bond
dissociation enthalpies can reproduce experimental BDEs to a
good chemical accuracy.9 Substituent additivity scales based on
the relative bond dissociation enthalpies to phenol (∆BDE) show
that electron donating groups introduced on the phenol ring
enhance the antioxidant activity. However, there are cases where
quantum thermochemical calculations are poor, especially when
steric and intramolecular interactions occur.9

One other method to determine the∆BDEs of phenols is
based on quantitative structure activity/property relationships
(QSAR/QSPR). Many authors have attempted to elucidate the
QSAR of phenolic antioxidants by using a plethora of different
descriptors. QSARs based on energy parameters such as
ionization potential, proton dissociation energies and highest
occupied molecular orbital energies have been reported.11,12

Others have used structural based descriptors such as the number
of hydroxyl groups, topographic electronic index, ZX shadow
etc.13-15 Finally, there are some QSARs based on interpreting
the electron density featuring comparative molecular field
analysis CoMFA.16 Recent CoMFA analysis utilizes the 3D grid
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Chain Propagation

ROO• + RH f ROOH+ R• (1)

R• + O2 f ROO• (2)

Chain Termination

ArOH + ROO• f ArO• + ROOH (3)

ArO• + ROO• f nonradical products (4)
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superposition of electron density to highlight the active site
around the lone pair oxygen and around the 4-X (or para)
substituent.17 The CoMFA analysis shows that a decrease in
electron density around the lone pair of the oxygen atom, in
conjunction with an increasing electron density at substituents
on the 4-X position, correlates with a weakening of the O-H
bond. Most, if not all the QSAR work reviewed here employ
semiempirical methods.

In this study, we employ a computational technique called
quantum topological molecular similarity (QTMS), which makes
use of electron density analysis of the wave function of
optimized phenols.18 The approach we use correlates bond
critical point properties (BCPs) with the∆BDEs of 39 phenols
taken from Bordwell et al.,19 as measured in DMSO. QTMS20

has been applied before in a wide variety of activities and
properties, such as antitumor activity of phenylbutenones,21

mutagenicity of furanones and triazenes,22 steroid binding
affinity and antibacterial activity of nitrofuran derivatives,23

activity of 1,4-dihydropyridine calcium channel blockers,24 pKa

of phenols, anilines and carboxylic acids,25 computation of ester
hydrolysis rate constants,26 and toxicity of polychlorinated
dibenzo-p-dioxins (PCDDs).27 It was also proven that QTMS
can substitute for the appropriate Hammett constants.28

Computational Method

To understand the QTMS technique, one must envision the
molecule as a collection of atomic “attractors” (nuclei) sur-
rounded by a sea of charge density. Between each pair of bonded
atoms there exists a pathway of charge density called a bond
path. Somewhere along this path there is a minimum point of
electron density in the plane of the bond path, but a maximum
in the plane perpendicular commonly known as a saddle
point.29,30This saddle point is called a BCP and is illustrated in
Figure 1.

Properties are evaluated at each BCP for each of the
molecules in the data set that share a common molecular
skeleton, see Figure 2. A multilinear regression technique called
partial least squares (PLS) is then performed in order to derive
a relationship between the BDE and the BCP properties.

Initially we used the semiempirical AM1 method to optimize
all the phenols in this study and generate the wave functions.
In accord with our other QTMS work this is referred to as level

A,31 while level B refers to HF/6-31G(d)//HF/6-31G(d). This
standard notation of Gaussian basis sets describes a geometry
optimization at the Hartree-Fock level using the 6-31G(d) basis
set followed by the wave function calculation at this same level.
Finally, for level C calculations, we employ the B3LYP hybrid
DFT method, with the 6-31+G(d,p) basis set. All geometry
optimizations were carried out with GAUSSIAN03W suite of
programs.32 The wave functions obtained at levels A-C are
read in by a local version of MORPHY98, which locates the
BCP and evaluates all the topological properties required for
this study.33

When modeling BCP properties we have 4N variables (X)
whereN is the number of bonds. The PLS method is imple-
mented using SIMCA-P34 and is used to find a relationship
between the observedY variables (BDEs) and theX variables
(AIM descriptors and bond lengths). The PLS model35 is able
to manage a large number ofX variables, and can handle noise,
collinear and even multilinear variables.36 As a supervised
method PLS combines linear least-squares with principal
component analysis and constructs linear combinations of the
X-variables, called latent variables (LV). For AM1 level of
theory, unreliable topologies are produced in that BCPs may
not be present due to the absence of core orbitals.37 In general
BCP properties cannot be used in conjunction with semiem-
pirical methods without explicit and artificial addition of core
densities a posteriori. Therefore, we only use bond lengths as
our X variables at this level. At the higher levels of theory where
AIM descriptors are better defined, we use four components
all evaluated at the BCP (F(r), ∇2F(r), ε, K(r )). The first
descriptor is the electron densityF(r). The Laplacian of the
charge density, the quantity∇2F, has the important property of
determining where electronic charge is locally concentrated
(∇2F(r) < 0) and locally depleted (∇2F(r) > 0). The ellipticity,
ε, of a bond is one measure of itsπ character, as determined
by the extent to which charge is preferentially accumulated in
a given plane. It is defined asλ1/λ2 -1 whereλ1 < λ2 < 0 are
the two negative eigenvalues of the Hessian30 at the BCP. The
final AIM descriptor we consider is a type of local kinetic energy
densityK(r ). This density, denoted by K(r ), is defined asK(r )
) -1/4N ∫dτ′ [ψ*∇2ψ + ψ∇2ψ*], whereψ is the many-electron
wave function and∫dτ′ denotes an integration over the spin
coordinates of allN electrons except one. Interpreting K(r ) in
chemical terms is not straightforward although useful formulas
describing its link to the Laplacian and the more “classical”
kinetic energy G(r ) can be found elsewhere.38

After constructing the matrix of descriptors we perform a
partial least-squares analysis with theseX variables and the
activities,Y, which in this case is the BDE values of the phenols
taken from Bordwell et al.19 The quality of the models is
assessed by several regression statistics. (i) Ther2 correlation
coefficient measures the quality of the fit produced. (ii) The

Figure 1. Representation of the electron density (F) at the BCP. The
arrows show the direction of increasingF. The BCP is a special point
called a saddle point. It appears at a minimum in the electron density
on the axis lying between the associated nuclei and at a maximum in
the plane perpendicular to this.

Figure 2. Common molecular skeleton for the phenol data set.
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q2, also known as the cross-validatedr2, measures the internal
predictivity, based on SIMCA-P’s default “leave one-seventh
of the data out” rather than the “leave one out”, which is thought
to be problematic.39 Note thatq2 is an estimate of the predictive
ability of the model, and calculated by cross-validation. The
data are divided into 7 parts (by default) and each one-seventh
removed in turn. A model is built on the six-seventh data left
in, while the left-out data are predicted from the new model.
This is repeated with each one-seventh of the data until all the
data have been predicted. The predicted data are then compared
with the original data and the sum of squared errors calculated
for the whole data set. This is then called the predicted residual
sum of squares (PRESS).36 The better the predictability of the
model, the lower this value will be. For convenience one
converts the PRESS intoq2 to resemble the scale of ther2. (iii)
The overall quality of the model is assessed byr2(int) andq2-
(int); to safeguard against correlations determined by chance
these two statistics are calculated via a randomization validation
test. The test estimates the probability that a good fit will be
obtained after random reorganization of the dependent variables.
That is, the wrong activity is associated with the wrong
electronic descriptors. Eachr2 andq2 generated is then plotted
against the absolute value of the correlation coefficient between
the original set of activities and its permutation. Lines are drawn
through ther2 and q2 values and the intercepts examined. A
model is deemed valid if ther2(int) < 0.4 andq2(int) < 0.05.
The randomization test must be performed at least 10 times to
ensure that a good model is not merely the result of pure chance.
Together these statistical measures provide a rigorous framework
to assess the quality of the models constructed. We do not
explicitly report these statistics but guarantee that all models
passed this validation test.

To detect the active center we use SIMCA-P’s variable
importance plot (VIP). A VIP value above 1 for any variable is
deemed significant to the model and anything below 1 is
regarded as unimportant.35 There are no rigorous statistical
criteria to determine the active site but in some cases the data
lends itself to detecting it easily, as we see below.

Results and Discussion

The variable importance plot (VIP) plot, for the level C BCP
model implicates two bonds, C1-O12 and O12-H13 as the most
significant in the model, as shown in Figure 3.

The electron density and kinetic energy descriptors at the BCP
of C1-O12 are the most important followed by the ellipticity
descriptor at the O12-H13 bond. Although we do not show the
VIP plots for other levels, they share almost identical trends
with that of level C. We see in the VIP plots a sharp drop off
after the first three descriptors. This indicates that the active
site is centered mainly near the C1-O12 bond and extends
through to the ellipticity (ε) of the O12-H13 bond. One would
expect with chemical intuition that the active site will be directly
centered on the O-H bond but this is not the case. The BDE
model is affected by the stabilization of the phenols due to
delocalization of the lone pair on the oxygen by 4-X substituted
phenols.19 This delocalization of lone pair electrons is likely to
be most prominent on the C1-O12 bond. The kinetic energy
descriptor associated with this bond, denoted by K0112, shows
an extremely collinear relationship with the rho0112 parameter
at the active site, as shown in Figure 4.

There is strong evidence linking the bond order of C-O
bonds with the Kinetic energy descriptor at the bond critical
point, suggesting that the bond order may be an appropriate
descriptor in characterizing the activity of antioxidants.40 For
all intents we discard the K0112 parameter because of the
redundancy in information it shares with the rho0112 values.
Theoretical studies indicate that increasing the electron density
in the O12-H13 bonding region correlates with an increase in
the bond strength. Recent work has confirmed this to be true,41

however, no direct relationship can be found between the
rho1213 and the O-H bond strengths of phenols.41 Our work
is in overall agreement because we do not find the rho1213 to
be important in the model, as it appears only in the seventh
position.

There are some outliers, all of which occupy the 4-X position;
see Figure 5 and Table 1. The electron donors 4-NH2, 4-NMe2,
4-OMe, and 4-Ph are poorly fitted by our equation, and it is of
interest to understand why this is so. Similarly three electron

Figure 3. VIP plot for all phenols from the PLS analysis calculated at level C. The abbreviationsK, rho, ell, andlap refer to the kinetic energy
density, the electron density, the ellipticity, and the Laplacian of the electron density, respectively. The location of the bond is marked by four digits
that should be read as two consecutive pairs, each pair referring to an atomic label in Figure 2.
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withdrawing groups, 4-CF3, 4-MeCO, and 4-PhCO, are found
also to be outliers.

Radical stability has usually been equated to the bond
dissociation enthalpy. However, in this case the bond dissocia-
tion enthalpy is the difference in the heat of formation of the
radical and the initial parent molecule, and therefore it cannot
solely be attribute to only electronic effects. Dust and Arnold
advocated42 the use of a dual Hammett parameter relationship
for radical reactions:

We have demonstrated before that the QTMS procedure offers
a good substitute for Hammett substituent constants,28 and
therefore, the first part of the equation is well accounted for in
this study. However, the component energy due to the delocal-
ization of the spin density is not taken into account in this work.
We can compute this energy by subtracting the observed value
from the predicted

where RSE are the radical stabilization enthalpies.
Other authors41,43,44have also estimated∆RSE values, each

of which obtained by different procedures, occasionally involv-
ing large differences. Their values and our own, based on eq 6,
are listed in Table 2. It appears that lone pair delocalization

dominates over delocalization for all substituents except those
in the 4-X position.∆RSE is expected to feature strongly for

Figure 4. Plot of the kinetic energy density, K(r ), vs electron density,
F, at the C1-O12 bond critical point calculated at level C.

Figure 5. Plot of experimental∆BDE values vs computed ones,
calculated at level C. The outliers are marked with triangles and
substituent name. The 4-O- substituent is not shown here.

∆BDE ) Fσ+ + Fσ• (5)

∆RSE) ∆BDEobs- ∆BDEpred (6)

TABLE 1: Observed vs Computed∆BDEa Values (kcal/
mol) Calculated at Level C

substituent (X) exptl∆BDE (kcal/mol) pred∆BDE (kcal/mol)

H 0 -1.24
2-Me -1.65 -2.51
3-Me -0.45 -0.4
4-Me -1.15 -1.45
3,5-Me2 -0.75 -0.92
2,6-Me2 -4.35 -4.39
4-t-Bu -1.15 -1.17
2,6-t-Bu2 -7.75 -6.26
2,4,6-t-Bu3 -7.65 -6.26
4-Phb -2.25 0.63
2-MeO -3.85 -2.58
3-MeO 0.35 -0.7
4-OH -8.35 -7.78
3-NH2 -1.85 -3.49
3-Me2N -1.95 -3.41
4-NH2

b -12.55 -5.96
4-NMe2

b -9.55 -3.28
2-Cl 0.15 0.79
3-Cl 1.95 1.74
4-Cl 0.45 -0.73
3,5-Cl2 4.05 3.29
3,4,5-Cl3 3.25 3.6
4-Br 0.85 0.27
3-CF3 3.95 2.14
4-CF3

b 5.45 2.09
3-MeCO 1.95 1.23
4-MeCOb 2.95 5.13
3-NO2 4.45 3.57
4-NO2 4.85 3.97
4-OMeb -5.25 -8.25
4-PhCOb 2.65 4.7
3-MeSO2 2.45 3.85
4-MeSO2 5.15 4.26
3-CN 4.05 2.03
4-CN 4.35 4.05
1-NpOH -5.85 -5.65
4-O- -16.85 -19.02
2-NpOH -1.85 -2.95
6-Br-2-NpOH -1.35 -2.03

a ∆BDE ) BDE(X-phenol) - BDE(phenol); Np ) naphthol.
b Outliers in the model.

TABLE 2: Computed ∆BDE Values Corrected with Radical
Stabilization Enthalpiesa

substituent (X) ∆RSEb ∆RSEc ∆RSEd ∆BDEe ∆RSEf

4-NMe2 -8.2 -8.1 -6.9 -3.3 -6.3
4-NH2 -7.2 -7.6 -8.8 -6.0 -6.6
4-OMe -4.4 -4.3 -3.4 -8.3 3.0
4-Ph -3.1 0.6 -2.9
4-OH -4.1 -3.8 -5.5 -7.8 -0.6
4-Me -1.7 -2.3 0.2 -1.5 0.3
4-Cl -1.8 -0.7 -0.7 1.2
4-Br -0.9 0.3 0.6
4-t-Bu 0 -1.2 0
4-MeCO - - -1.5 5.1 -2.1
4-PhCO - - -2.6 4.7 -2.0
4-CN -2.1 1.4 -0.8 4.1 0.3
4-CF3 0.8 2.6 1.9 2.1 3.4
4-NO2 0.1 3.1 -5.8 4.0 0.9
4-MeSO2 4.3 0.9
4-O- -19.0 -2.2

a Values in italics refer to the seven outliers identified in Figure 5.
The bold values refer to phenols showing a discrepancy of more than
2 kcal/mol with any of the alternative∆RSE values (columns 2, 3 and
4). b Values taken from ref 41.c Values taken from ref 43.d Values
taken from ref 44.e Predicted by our model (see Table 1).f This work,
from eq 6.
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such compounds. This is why we calculated the∆RSE values
of all 16 4-X phenols in this study and compared them to three
alternative values. Only two substituents (4-OMe and 4-OH)
show a discrepancy of more than 2 kcal/mol between the current
∆RSE values and any of the three alternative∆RSE values.
Discarding these, the average mean absolute error amounts to
0.6 kcal/mol.

Despite the appearance of two outliers, the QSAR is able to
correctly reproduce the∆BDE values of sterically hindered
phenols (2,6-t-Bu2 and 2,4,6-t-Bu3), which are related to
industrially important phenols. It is worth mentioning that a
(RO)B3LYP/6-311+G(2d,2p)//AM1/AM1 calculation9 on 2,6-
t-Bu2 in the gas phase (76.5 kcal/mol) yielded a discrepancy
with experiment (82.8 kcal/mol) amounting to about four times
our discrepancy (1.5 kcal/mol). It should be recognized that the
QSAR has been trained to relate∆BDEs measured in DMSO
to structural and topological features of gas phase molecules,
admittedly computed at lower level. Solvent effects do play a
role in determining44 absolute BDEs. Hydrogen bonds to
hindered phenols can change the dihedral angle between the
OH group and the aromatic plane, and thereby influence the
BDE. For example, a recent study45 combining1H NMR and
medium level ab initio calculations on a complex of 2,6-di-
tert-butyl-4-methylphenol (BHT) and carboxylic acid esters
confirmed this effect. To the best of our knowledge no ab initio
calculations have taken into account solvent effects on the BDE
of sterically hindered phenols, However, computational stud-
ies46,47 on nonhindered phenols show that hydrogen-bond
forming solvents increase the BDE. One might expect similar
PCM or semicontinuum models to raise the BDE of 2,6-t-Bu2

as well (above 76.5 kcal/mol), thereby reducing the discrepancy
with experiment.

The AM1 bond lengths produce models that, surprisingly,
deteriorate in quality when using higher level calculations; see
Table 3. However, all bond length models identify the C1-O12

bond as the most important descriptor. The observation that level
A bond lengths perform better than the higher levels B and C
can be rationalized by comparing experimental C1-O12 bond
lengths to those calculated here. We find that the reported
experimental C1-O12 phenol (1.375 Å) bond lengths are at level
A (1.377 Å), level B(1.353 Å), and level C (1.372 Å). The AM1
C1-O12 bond length is the closest to the experimental value
indicating that the AM1 geometry optimization may be adequate
for the geometry optimization of phenols.48

The models constructed from BCP properties are superior to
the bond length models with greatly improved statistics. The
best model is obtained at level C (r2 ) 0.98,q2 ) 0.85). One
must consider that level C is adequate in terms of results. It is
common now to define how good a QSAR model is by
comparing ther2 and q2 statistics. On this basis these results
are excellent and improve upon other reported models.14

Conclusions

Because of ever increasing computing power, it is now
possible to construct models for a variety of properties, such as

bond dissociation enthalpies, using descriptors drawn from
realistic wave functions. A rigorous statistical treatment permits
the extraction of important features that best describe the activity
being modeled. In analyzing the common skeleton, we suc-
cessfully use the QTMS method to highlight the most important
bonds that are responsible for the∆BDE. The C1-O12 bond is
selected as the most important bond represented by the VIP
plots for both the bond length and BCP models. We find that
radical stabilization is important for 4-X substituents and propose
that any future models should include this correction factor.
Increasing the level of theory significantly improves our model,
with the best being achieved at a modest B3LYP/6-31+G(d,p)
level of theory.
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out. b Number of latent variables.
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